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Abstract

This study presents lessons learned from a career in productivity research. It examines
the extent to which the key empirical questions about productivity have been answered.
Aggregate and industry growth data are reviewed and show how a few industries con-
tribute a lot to overall growth; notable is the large contribution of high-tech manufacturing
to U.S. TFP growth (also the case for Japan). There is an extended summary of the lessons
learned from cross-country comparisons of the levels of productivity in different industries
using business economics information. Strong competitive intensity is positive for produc-
tivity, while regulations and trade restrictions are negative. The article concludes with an

optimistic note on the productivity impact of generative Al.

Productivity growth over many decades
the United States,

Canada, Europe, and Japan into wealthy

has transformed

countries. The progress made since the
start of the industrial revolution has been
a miracle, allowing most people in these
countries to live comfortably and have a
range of economic opportunities. Rising
productivity is not the only factor, but it
is the most important factor, improving

living standards and lifting people out of

poverty.

The world economy is changing. Is pro-
ductivity still as important? There is well-
justified concern about global warming and
Further,

economy-wide productivity increases have

the need to reduce emissions.

not contributed proportionately to work-
ers’ wages, so that there is dissatisfaction
about economic performance.? This is a
particular problem in the United States,

where automation and trade have elimi-

1 Senior Fellow Emeritus, Brookings. This is a revised version of “Lessons from productivity research: Applying
these to a strategy for Japan”, The Brookings Institution, February 3, 2023. Support for this research has
been provided by the Japan Productivity Center. The author thanks James Kunhardt and Rayan Sud for
excellent research assistance. Helpful comments have been received from Barry Bosworth, Andrew Sharpe,
Bart van Ark and the Japan Productivity Center staff. Email: mbaily@brookings.edu

2 See Symposium on the Decoupling of Productivity and Pay in the United States, the United Kingdom and
Canada in the Fall 2021 issue of the International Productivity Monitor (Sharpe and van Ark, 2021).
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nated many of the jobs that used to pro-
vide middle-class incomes but these same
forces are also at work in other advanced
economies.

Despite these concerns, productivity re-
mains very important. Meeting the chal-
lenge of climate change will mean heavy
investments to switch over to non-polluting
energy sources, replace the current stock of
vehicles, and insulate buildings. Research
and development funds are being used (cor-
rectly) to find ways to reduce emissions
and many of the most talented people in
the world are focused on climate change
rather than on how to produce more out-
put. Productivity growth has been slow in
the advanced economies in recent years and
the focus on climate change could provide
a further drag on traditional measures of
growth.? It remains just as important to-
day to use resources as efficiently and pro-
ductively as possible, subject to meeting
climate goals. Moreover, even though in-
creases in productivity have not translated
one-for-one into wage increases for all work-
ers, it is still the case that faster produc-
tivity growth means faster wage growth on
average, and it makes more resources avail-
able to help those with low incomes.

This article describes lessons learned
from a career of studying productivity. I
have had the opportunity to work with a
range of talented people coming from dif-
ferent backgrounds and countries. Some of
this work has been in the academic tradi-

tion, published in journals or by Brookings,

and some has come from a series of produc-
tivity studies carried out by the McKinsey
Global Institute (MGI), the think-tank of
McKinsey Company.

These two approaches to research have
complemented each other. Academic stud-
ies use data that can be replicated by oth-
ers and that build on the work of the many
giants of the field. The disadvantage of aca-
demic studies is that the authors generally
lack detailed knowledge of how companies
and industries operate. The MGI studies,
by contrast, included senior experts that
had worked with firms and industries for
many years. A disadvantage of the busi-
ness research is that these studies cannot
be replicated, except at great cost. To add
to the economic expertise of these projects,
however, a team of academic advisors was
set up, with Nobel prize winner Robert M.
Solow serving as the chair of the advisory
I worked

extensively on many of these studies.

committee for about a decade.

The next section reviews the key ques-
tions productivity research has tried to an-
swer, together with some summary facts
about US and global growth. The paper
then examines the contributions of each
industry’s TFP growth to total US busi-
ness sector TFP growth. Lessons from the
studies led by the McKinsey Global In-
stitute are then presented, including the
role of physical capital, human capital,
The pa-

per then describes the overall conclusions

and technology and innovation.

of these studies, particularly the impor-

3 There is a case for taking account of changes in the environment as part of measuring productivity. If that
is done, investments to improve the environment would contribute to measured productivity. That is not
done in this article where productivity is measured using traditionally measured output, for example in the
productivity calculations made by the US Bureau of Labor Statistics.
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tance of competitive intensity to labor
productivity differences across countries.
The next section summarizes productiv-
ity lessons from work on US establishment
data, notably the relationship between de-
clining dynamism and the slowdown in US
productivity growth. There is then a re-
view of the extent to which research has
provided answers to the questions posed at
the beginning of the paper. Research has
contributed to a much deeper understand-
ing of both productivity growth (labor and
TFP) and the reasons for cross-country dif-
ferences, but much remains to be learned.
There is then an optimistic look at the
likely contributions to future productivity
growth coming from the rapid development
of large language models and related soft-
ware. There is a brief conclusion.

A caveat is in order. This review of
lessons learned is oriented to my own inter-
ests and the studies I have been involved
with. There is much excellent research not

covered here.

The Questions Productivity Re-
search has Tried to Answer

In 1957, Robert Solow found that about
80 per cent of the growth in labour pro-
ductivity historically came not from in-
creases in capital per worker but from a
residual factor that is now called total fac-
tor productivity (TFP) and is often asso-
ciated with technical change or technolog-

ical progress.* Much subsequent research

on productivity attempted to better under-
stand this surprising finding and figure out
what was behind the large growth residual.
Solow explored models where technology is
embodied in capital goods—vintage capital
models. These capture important insights
into the economy, highlighting the pro-
ductivity advantage of operating with the
most advanced machinery. However, even
in these models, it remains the case that
the pace of technological progress is the
most important driver of long run growth.
If technological progress slows, investment
runs into diminishing returns because new
vintages of capital do not generate much
productivity advantage over prior vintages,
and investment becomes less profitable for
businesses. Rapid technological change is
the most important driver of strong invest-
ment.

Work by Dale Jorgenson of Harvard and
by Edward Denison of Brookings differed
in important ways and generated disagree-
ment, but they shared the common goal of
whittling down the TFP residual.® They
explored how the flow of capital services
into production can differ from the stock
of capital; how education and experience
impact the productivity of the workforce;
how R&D can contribute to growth; and
the impact of economies of scale and reg-
ulation. Jorgenson expanded on the neo-
classical growth model, and his productiv-
ity framework is now used worldwide.

Jorgenson and Denison did succeed in

4 The concept of total factor productivity was developed by Jan Tinbergen (1942). The theory of growth was
developed by Solow (1956) and Swan (1956). Solow (1957) estimated the contribution of capital to growth.

5 Jorgenson’s research is summarized on his Harvard University page (Jorgenson, 2022). Denison’s research is
described in Kendrick (1993). See also Romer (1986), who argued for understanding the sources of the TFP

residual and how it was affected by economic factors.
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whittling down the TFP residual, notably
in identifying the contribution of human
capital and the role of information and
communications capital (ICT), but there
remains to this day a substantial puzzle
to understand the nature and determinants
of the TFP growth that has been the
main source of the rapid labour productiv-
ity growth that characterized the U.S. and
other advanced economies in the postwar
period. Understanding the determinants of
the growth in TFP and the reasons for TFP
differences across countries remains an im-
portant question and puzzle.

A sharp slowdown
growth occurred in 1973-4 that had sub-

stantial consequences for living standards

in productivity

and for economic policy. The slowdown
The

decline in productivity growth was associ-

in growth altered the TFP puzzle.

ated with a large decline in TFP growth
and so the unexplained productivity resid-
ual became much smaller. Capital accumu-
lation also slowed around the same time.
Why did growth slow down sharply in the
United States in the early 1970s, a slow-
down that also took place in the other ad-
vanced economies?

An especially puzzling feature of the
slowdown in productivity growth in the
early 1970s is that the drop in the speed
of growth was quite abrupt. If it had been
the case that TFP growth had gradually
shown signs of decline over an extended pe-
riod of years, it would have been natural to
attribute this slowdown to a gradual ex-

haustion of technological opportunities. If

one envisages technological progress as a
process of selecting new business models or
new technologies from a pool of possibili-
ties that nature has provided to us, then
it is natural to think that it might become
gradually harder and harder to find new
ways to increase productivity. The relent-
less march of growth in the period from
1950 to 1970, in this analogy, resulted in
diminishing returns to the process of draw-
ing from the limited pool of new technolo-
gies and ideas. However, the nature of the
slowdown that took place in the early 1970s
does not fit very well with this view of a
gradual decline. The sharp drop in growth
is an important feature of economic history.
However, it probably is correct that the in-
novations that increase productivity have
become harder to find.%

Just as economists and policymakers
were adjusting to an era of much slower
growth, productivity growth in the United
States abruptly picked up again for almost
a decade before slowing once again, lead-
Why did
productivity growth revive in the United
States 1995-2004 and then slow again af-

ter that? There is a consensus that this

ing to another growth puzzle.

was the result of the surge in investment in
computers and other technology, together
with the improvements in business systems
that this facilitated.

Chart 1, using data from the Bureau
of Labor Statistics (BLS), illustrates the
different productivity periods since 1948,
with estimates shown of the overall rate of

labour productivity growth in the nonfarm

6 The editors of this journal commented that the oil price shock and the period of recession and rapid inflation

that followed explain the abrupt productivity growth decline.

remains a puzzle.

My own view is that the abrupt slowdown
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Chart 1: U.S. Labour Productivity Growth in the U.S. Non-Farm Business Sector in

Selected Periods, 1948-2022

Labor Productivity Growth (1948-2022)

1948-1973

1973-1995

1995-2004

2004-2022

34

Growth Rate (percent)

B Total factor productivity I Capital intensity Labor composition

Source: Bureau of Labor Statistics

business sector by period and the contri-

butions to that growth coming from TFP

growth, capital intensity, and labour com-
position.”

The chart shows:

e The slowdown in labour productiv-
ity growth that occurred around 1973
was driven by a big drop in the TFP
residual, from 2.2 per cent a year to
0.6 per cent a year.

e The contribution of labour composi-
tion remains roughly constant over

the entire period. It is a consistent

contributor but not large and does not
explain variations in period-to-period
growth.

The contribution of capital to labour
productivity growth tends to rise and
fall in line with the rise and fall in
TFP growth. However, the period
1995-2004 stands out as one with a
very large capital intensity contribu-
tion. This was when computer prices
were falling rapidly and investment
in computers was booming.  The

estimated increase in real (quality-

7 This labour composition in the BLS estimate of the contribution of human capital improvements. Chart 1
covers non-farm business while Charts 2 and 3 cover all of GDP and Chart 4 includes the total business sector
agriculture. Apologies to the reader for my lack of consistency
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Chart 2: Labour Productivity Growth Per Person Employed
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adjusted) capital was very large.

The United States is far from the only
economy that has experienced a slowdown
in labour productivity growth. In the
1950s, the U.S. economy had a much higher
level of productivity than Japan and Eu-
rope. Of course, many of these economies
had suffered severe damage during the Sec-
ond World War. In the postwar period Eu-
rope and Japan grew more rapidly than did
the United States, closing the productivity
gap. Starting around the 1970s, however,
the productivity slowdown affected almost
all the advanced economies. Research from
the Conference Board (which builds on
data from the OECD, Eurostat and other
international organizations, including the
Asian Development Bank (ADB)) shows
the pattern of the productivity slowdown.
They use a technique called a Hodrick-
Prescott filter, which takes the annual pro-
ductivity data and smooths the year-by-
year growth numbers to pick out the longer
run trends.

Chart 2 shows their results for Japan,

the UK, the United States, and the Euro
area. The figure finds that productivity
growth in Japan, which was very rapid in
1970 (and before), has been slowing al-
most continuously since then. Productivity
growth in the UK was stable for a period
but has been slowing dramatically since the
mid-1990s. Growth was slow in the United
States in the 1970s and then had a period
of faster growth before slowing again (con-
sistent with the data shown in Chart 1).
The euro area has also been slowing mono-
tonically since the data for the combined
area started. The line for the world econ-
omy is also shown and reveals that global
productivity growth has been slowing since
the mid-2000s.

The results shown in Chart 2 must be
interpreted cautiously. For example, the
line for the United States shows productiv-
ity growth starting to improve by the early
1990s, a finding not visible in the year-by-
year data. It happens because the Hodrick-
Prescott filter program creates a smooth

line and does not allow abrupt changes.
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Chart 3: Labour Productivity Levels in Selected Major Economies, 1970-2019 (USD)
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This approach is particularly unreliable at
beginning and end points of the period con-
sidered.® Despite this reservation, the fil-
tered data shown in Chart 2 provides a
way of seeing patterns that would otherwise
be obscured by numbers that change with
each new observation. The pattern shown
in Chart 2 illustrates an important point:
The economies of Japan and Europe grew
very rapidly in the postwar period, coming
close up the productivity level of the U.S.
economy. However, this growth has slowed
very markedly, even falling below the slow
U.S. pace.

To provide additional insight into pro-
ductivity patterns across countries, Chart
3 shows the levels of GDP per hour worked
in four large economies: the United States,
Japan, Great Britain (the UK), and Ger-

1995 2000 2005 2010 2015 2020

Great Britain eejgpan sS4

many.® The calculations of GDP per hour
worked are made correcting for differences
in price levels using economy-wide purchas-
ing power parity (PPP) exchange rates. By
the end of the 1980s, the level of produc-
tivity in Germany had converged to that in
the United States, and similar productiv-
ity convergence was true for several other
European economies.!® The period of fast
growth in these converging economies had
allowed them to catch up to the U.S. pro-
ductivity level. However, that is not the
case for Japan and Britain, and the gap is
quite large for Japan following a spectac-
ular catch up during the first few decades
after the Second World War. That points
to a further question or puzzle. How are
the levels of productivity among different

countries related and why has convergence

8 The chart shows US labour productivity of about 1 per cent in the 1970s, which is a surprising. US productivity
growth was strong until around 1973 and slowed thereafter before recovering in the 1990s.

9 The OECD has constructed figures for Germany with adjustments for the effect of the reunification with East

Germany.

10 Economic convergence is explored in Baumol et al. (1989) and Baumol et al. (1994).
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been incomplete in some countries?

The discussion so far has been based
on aggregate measures of productivity and
while the study of productivity at this
level is valuable, we know that the econ-
omy is made up of thousands of companies
that are grouped into many different in-
dustries. The speed of productivity growth
and its determinants are very different in,
say, the construction industry compared to
the computer industry.

In the remainder of this article, the em-
phasis will be mostly on lessons learned
about productivity based on different
industries and, in a brief discussion,
lessons learned from analysis using firm or
establishment-level data. Even if the ulti-
mate goal is to understand aggregate pro-
ductivity, it is important to look at the con-

tributions of different industries.

Industry Contributions to Over-
all Productivity Growth

One way to determine the growth contri-
bution of the individual sectors of the econ-
omy to overall growth is to make use of a
result derived by using Domar aggregation
(Domar, 1961). Evsey Domar showed how
to measure the contribution of TFP growth
in each industry to the overall growth of the
aggregate economy. For example, we can
estimate the contribution of, say, manufac-
turing to TFP growth in the business seg-

ment of the economy, or the contribution of

retail trade, and so on for each of the parts
of business. The methodology is explained
in the productivity handbook written by
the OECD.!!

The results of the decomposition of TFP
growth by industry for the business sector
of the U.S. economy are shown in Chart
4, in the 1987-2019 period.'? The anal-
ysis starts in 1987 because prior to that
year, U.S. industries were defined differ-
ently (computers and electronics was not a
separate industry prior to 1987, for exam-
ple). Results are available for 2020, but the
COVID-19 pandemic has impacted these
and made the findings difficult to interpret.

The immediate result revealed in Chart
4 is the enormous importance of a small
number of industries to overall TFP growth
in the United States.!3 Manufacturing, re-
tail and wholesale trade and information
account for TFP growth equal to 85 per
cent of total TFP growth in the business
economy. Services, mining, transportation,
agriculture, and utilities all added posi-
tively to TFP growth while finance and
construction both subtracted from growth,
reductions in aggregate TFP growth. Per-
haps the most striking result is the very
large contribution from the manufacturing
sector. It accounts for growth equal to 43
per cent of the total. That is not to min-
imize the importance of the other indus-
tries, but to note the surprising role of man-

ufacturing given its modest size in the U.S.

11 This manual is updated regularly, see https://www.oecd.org/sdd/productivity-stats/2352458.pdf

12 This approach follows the approach pioneered by Harberger (1998).

13 This statement applies to productivity calculations made using real output. Tang and Wang (2002) argue that
the decline in relative prices of fast-growing industries reduces their contributions. For certain purposes, that
is correct, but generally the use of real output to measure productivity contributions is preferred. See the

discussion of the issue by Reinsdorf (2015).
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Chart 4: Contributions by Industry to TFP Growth Using Domar Weighted in the U.S.
Business Sector, (Percentage Points per Year), 1987-2019
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Chart 5: Contributions by Subindustries to TFP Growth Using Domar Weighted in the
U.S. Manufacturing Industries, (Percentage Points per Year),1987-2019

Aggregate U.S. TFP using Domar weights (1987-2019): Manufacturing Subindustries
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Table 1: Contributions to TFP Growth by Manufacturing Subindustry,
Selected Periods, (Percentage Points per Year)

Subsector name

AVG 1987-2019

AVG 2014-2019

Computer and electronic products 1.352 -0.128
Petroleum and coal products 0.111 -0.021
Motor vehicles, bodies and trailers, and 0.079 0.005
parts

Miscellaneous manufacturing 0.053 0.004
Primary metals 0.051 0.002
Plastics and rubber products 0.050 0.050
Printing and related support activities 0.033 -0.239
Textile mills and textile product mills 0.021 0.037
Nonmetallic mineral products 0.016 -0.016
Electrical equipment, appliances, and 0.009 0.035
components

Paper products 0.004 0.036
Furniture and related products -0.003 -0.028
Apparel and leather and allied products -0.005 -0.094
Wood products -0.016 0.272
Machinery -0.031 0.038
Fabricated metal products -0.039 -0.149
Food and beverage and tobacco prod- -0.047 -0.08
ucts

Other transportation equipment -0.050 0.024
Chemical products -0.212 0.011
TOTAL (manufacturing): 1.377 -0.242

Source: Bureau of Labor Statistics, productivity database

economy. The contributions of retail and
wholesale trade are also important.

The contribution of manufacturing is so
striking that it is worth asking whereabouts
in manufacturing this growth has origi-
nated. To answer this question, Domar dis-
aggregation can also be made for the con-
stituent parts of manufacturing. Chart 5
shows the results of doing this.

The remarkable finding from this analy-
sis is that over the period 1987-2019 is that
the TFP growth came from one industry,
computer and electronic products.!* As in
Chart 4, there are positive contributions
from other industries, but these are not
very large and are offset by negative TFP
changes elsewhere, particularly in chemi-
cal products. Chart 4 tells us that while

the high-tech sector in the United States
is not very large in terms of employment
and share of GDP, it is very important to
productivity growth.

Another important result obtained by
looking at the manufacturing subindustries
is to see which of them experienced slow
growth in recent years. The findings are
shown in Table 1 using percentage points.
The most striking finding in the table is
the fact that the computer and electronic
products industry appears to have experi-
enced negative TFP change over the period
since 2014. Thus, by far the largest driver
of manufacturing productivity over the full
period and one of the largest drivers of pro-
ductivity growth in the full business econ-

omy experienced a productivity setback in

14 Activities in the United States are assigned to industries on the basis of the most important activity in the
establishment surveyed. Facebook, Netflix, and Google are all service industries, business or consumer ser-
vices. Apple no longer manufactures in the United States. Amazon is primarily in the wholesale and retail

industries.
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the 5-year period prior to the start of the
pandemic.
The fact that

subindustries show periods of negative

some industries and

TFP growth is surprising. Indeed, over
the short period 2014-19 the whole manu-
facturing sector had negative TFP growth.
It is natural to think of TFP growth as
representing technological progress or other
business improvements. Why would com-
panies or industries go backwards? There
is no easy answer to this question, and it
could reflect errors in the data. Perhaps
capital or labour inputs have been miscal-
culated; our knowledge of productivity is
imperfect, and we should not over-interpret
any finding.

That said, the finding of negative TFP
over a period of years may also reflect diffi-
culties being faced by some or all the firms
in an industry; perhaps their capital invest-
ment decisions were poorly made, and the
capital is not being used in the way that
was intended. Workers may produce out-
put that is never sold. Keep in mind that
TFP is calculated as residual, a measure
of our ignorance, as Abramovitz described
it.1°

possible problems within an industry that

Still, negative TFP is a warning of

can be investigated further.

Learning from Business Eco-
nomics Research

In the early 1990s a nonprofit group,
the McKinsey Global Institute was created
to research important economic issues that
could be informed by the knowledge pro-
vided by experienced business consultants
working with leading economists.'6 It was
decided that a central focus of the research
would be to compare productivity across
countries by industry and try to under-
stand why differences occurred. This is
a natural topic because of the knowledge
consultants have of how firms and indus-
tries operate in many countries. Robert M.
Solow was brought in to chair the academic
advisory committees formed for each study
and, for the first study, he asked Francis
Bator and me to make up the other mem-
bers of the committee.!” Over time a range
of different economists joined the projects
with an emphasis on adding economists
from the countries being studied. Leading
economists such as Olivier Blanchard and
Barry Bosworth contributed, as did Nobel
Prize winners such as Robert Solow, Mike
Spence, and Chris Pissarides. The results
of the studies were always published in ex-
tended reports. Several of the studies were
presented in articles in the Brookings Pa-
pers. William Lewis (2004), who led the

15 Abramovitz (1956). There are inevitable biases in the calculation of TFP. For example, Houseman et al.
(2011) suggest an overestimate of productivity while Guyenen (2022) and Baily and Looney (2017) point to
underestimation of productivity (an earlier version of the Guyenen article was released as a working paper in

2017).

16 The group, the McKinsey Global Institute, was and is funded by McKinsey Company, a profit-making insti-
tution, but as a research group whose results would be published and made available to everyone. The project
reports are available on its website. The studies were also discussed in published articles, including Baily
(1993), Baily and Gersbach (1995), Baily and Garber (1997), Baily and Zitzewitz (1998), Baily and Solow

(2001), Baily et al. (2005), and Lewis (2004).

17 Francis Bator left the advisory group in the mid-1990s. He was the one who suggested the causal framework

that was then used in all the productivity studies.

130

NUMBER 44, SPRING 2023



teams in the 1990s, wrote the book The
Power of Productivity about this work, and
Solow and I wrote an article in the Jour-
nal of Economic Perspectives (Baily and
Solow, 2001).

This section will describe some of the
findings from this work in some detail but
first a summary paragraph highlighting the
most important findings. First, the studies
found that there were large differences in
the levels of productivity across countries
in the same industry. At the time of the re-
search, there had not been a full productiv-
ity convergence among advanced economies
at the industry level. Second, a high
level of competitive intensity forces firms
to achieve the level of productivity of the
best performers in their industry, or close
to it. And if companies compete against
the most productive companies world-wide,
they move closer to that best-practice pro-
ductivity level. Third, certain types of reg-
ulation, as well as trade and investment
restrictions, can prevent an industry in a
country from achieving best-practice pro-
ductivity. Fourth, operating at large scale
often provided a productivity advantage.
And fifth, promoting high productivity is
not a simple thing. The drivers of produc-
tivity or the barriers to productivity varied
by industry and country. There were occa-
sional surprising exceptions to the general
rules outlined above.

Most of the productivity studies I discuss
here were carried out in the 1990s through

the early 2000s, so the specific numbers

18 The McKinsey Global Institute has

additional

used to draw the conclusions will not neces-
sarily reflect the relative productivity sta-
tus of the industries today. The competi-
tive dynamics may have changed over time
and regulation and trade rules may be dif-
ferent than those that applied when the
studies were carried out. The lessons for
productivity are not out of date, I believe,
and will give insight into important deter-
minants of productivity that still apply to-

day.18

The Role of Capital

Capital goods are obviously essential
to production in almost all economic ac-
tivity. A modern factory is full of equip-
ment.  Offices are housed in expensive
buildings, with furniture, fixtures, and of-
fice machinery, computers for all employ-
ees, mainframe computers for accounting,
billing, and other tasks as well as copiers
and telecommunications equipment. All
high-income economies are built on a cap-
italist model, even those that have state
ownership of some companies. It was nat-
ural for economic models of growth to sin-
gle out capital as the key factor of produc-
tion, and it was a shock when its impor-
tance to productivity growth turned out to
be smaller than expected.

Given that history, it probably should
not have come as a surprise when cross-
country productivity comparisons did not
find differences in capital intensity across
the advanced economies to be a substan-

tial cause of productivity differences. Cap-

work that can be found on their website

https://www.mckinsey.com/mgi/overview. The article by Gouma and Inklaar (2023) in this issue of the
International Productivity Monitor provides an excellent comparison of different data bases, including those
of the Conference Board, the OECD, the KLEMS database and others.
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ital might have been expected to show up
as an important cause of productivity dif-
ferences in manufacturing industries, but
instead it was found that factories were
equipped similarly across these economies.
The companies that make capital goods sell
them around the world, so factories in dif-
ferent locations generally have comparable
equipment and look very much the same.
There can be differences in the utilization
of capital and smaller companies may not
use the most up-to-date machinery, espe-
cially in developing economies.

As noted earlier, there is much complex-
ity involved in productivity, and so there
are qualifications to the above statement.
Capital goods are expensive and last a
long time, and they embody the technol-
ogy available when they were constructed.
The technology embodied in the capital can
vary across economies. There were exam-
ples where a recently built factory is more
productive than older factories. For exam-
ple, Korea set up Pohang Steel Company
that began operations in 1968 with a state-
of-the-art factory supplied from Germany
that was for some years one of the most pro-
ductive integrated steel mills in the world
(Baily and Zitzewitz, 1998). A more recent
example of the value of advanced machin-
ery, as described in press reports, is that
Tesla uses very advanced capital goods to
achieve high levels of productivity.'?

The finding about the role of capital
intensity has also been questioned in the
UK where capital intensity is substantially

lower than in Germany. On the face of it,

UK companies should have good access to
capital through the strong financial sector
in the UK. But it is argued that UK com-
panies demand very high rates of return on
investment and seek those returns through
foreign investment rather than improving
productivity domestically (Bughin et al.,
2018).

Despite such qualifications, the produc-
tivity studies found in most cases that the
way factories or offices or retail facilities
were operated were much more important
to productivity than differences in the cap-
ital stock. Organizational or managerial
And there

were even examples where high levels of in-

capital was very important.

vestment had contributed almost nothing
to productivity. The study of Korea, for
example, found that government develop-
ment policies had, in some industries, en-
couraged overinvestment where machinery
was underutilized. Another example came
from Germany where union restrictions on
shiftwork meant that companies had to in-
vest in extra capital to produce a given
level of output and capital utilization was

low compared to the United States.

The Role of Human Capital

The level of education of production and
non-supervisory workers was not found to
be an important determinant of productiv-
ity. A striking example came from a com-
parison of residential construction in Brazil
and the United States. Productivity was
very low in Brazil, only about one-fifth of

the U.S. level. The conventional wisdom in

19 Rauweld (2021) describes the speech made by VW CEO Herbert Diess in which he warns VW employees they
will have to improve their own productivity substantially to compete effectively against Tesla.
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Brazil was that this low productivity was
the result of the low educational level of the
Most had received

only a few years of education, and many

construction workers.

were unable to read and write. However, a
comparison of residential construction sites
in Brazil and in the United States found
that most of the U.S. construction work-
ers were immigrants (mostly from Mexico)
who had also only completed a few years of
education, and most were unable to read
and write. Instead, the productivity differ-
ence arose from two main reasons. First,
most U.S. residential construction is car-
ried out in sites where a large area is cleared
and then multiple copies of pretty much the
same house is built. This allows economies
of scale. Second, a U.S. construction site
is carefully orchestrated by site managers.
Special trade workers, such as plumbers,
carpenters and electricians are brought to
the site only when required. These workers
move from site to site as needed. Utiliza-
tion of labour is much better in residential
construction in the United States.?"

The retail industry provided another ex-
ample where education was not seen as im-
portant for non-supervisory workers. Re-
tail companies such as Wal-Mart do not
require much education for their work-
force.  Worker productivity is achieved
through training, the design of work proce-
dures, and through performance incentives.
Big-box retailers like Wal-Mart typically

have very high levels of staff turnover and

build productivity into the business system
rather than relying on worker skill.?!

There is a contrast with some German
retailers in the 1990s that had apprentice-
ships where cashiers were required to mem-
orize all the products the store so that they
could cash out customers quickly without
checking price labels. The arrival of uni-
versal product codes and scanners rendered
that skill unnecessary. Indeed, scanners are
much more productive since they can be
used for inventory management.

As with the construction example, the
managers and computer systems engineers
at productive retailers are very skilled and
designed systems to coordinate wholesale
and retail functions and ensure deliveries
were on time and sent to the right store.

A similar story applies to the fast-food
industry, where the staff in the outlets often
do not have much education. They receive
basic training to perform the tasks they are
assigned, and the layout of the premises
and the design of the equipment allows
high productivity. The cash registers make
change and do not require a knowledge of
English. The cooking is monitored by the
fryers and ovens. This describes low-cost
outlets like Mcdonald’s, but even higher-
priced restaurants use factory-prepared
components that are cooked and assem-
bled using carefully worked out procedures,
rather than skilled chefs.

20 The MGI international comparison studies found the level of residential construction labour productivity to be
relatively high. However, the growth rate of construction labour productivity in the United States has been
very low or negative, see Goolsbee and Syverson (2023).

21 Some big box stores have skilled workers on the floor. Hardware store employees, for example, must provide
advice and guidance if the store is to attract non-expert customers and the same is true for computer retailers

and some parts of consumer electronics retailing.
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The Importance of Human Capital:
Can these Findings be Correct?

There is a huge economics literature that
makes the case for the importance of edu-
cation to wages and to the economy. Alan
Krueger, for example, working with Joshua
Angrist, found that the accident of birth
date impacted how long some students stay
in school and that even staying a few extra
months in school added to lifetime earn-
ings (Angrist and Krueger, 1991). Krueger
and Orley Ashenfelter (1991) used identical
twins to demonstrate the contribution of
education to earnings. Claudia Goldin and
Lawrence F. Katz in The Race Between Ed-
ucation and Technology in 2008 argued that
the demand for and supply of human capi-
tal have shaped the distribution of earnings
in the United States. Baily, Bosworth, and
Kennedy (2021) argue that differences in
human capital returns in Japan relative to
Germany and the United States play a role
in productivity differences.

It is hard fully to resolve the difference in
conclusions between the productivity stud-
ies from the business consultants and the
academic findings on the value of educa-
tion, but the following ideas may help.

First, skilled managers, scientists, engi-
neers, and professionals are important in
creating productive companies and in de-
veloping new technologies. The strong uni-
versities in the United States have con-
tributed to the supply of this segment of
the workforce and encouraged creativity,
innovation, and entrepreneurship. Nothing
in the productivity studies contradicts this.

Second, there are different ways of run-
ning productive companies, described in
the labour economics literature as the high

road and the low road. With exceptions,

U.S. companies take the low road, building
productivity into their business systems,
setting low wages for production and non-
supervisory workers, and accepting high
rates of turnover. Again, with exceptions,
German companies take the high road, re-
lying on well-trained workforces and creat-
ing high-quality outputs—using a different
business system model. German manufac-
turing is much bigger than the sector in
the United States, adjusted for the relative
sizes of the two labour forces. It pays good
wages and runs a huge trade surplus sup-
plying specialized and high-quality prod-
ucts around the world. The two countries
end up with similar productivity levels.
Third, the economy is changing. In the
past, a high school diploma or a degree
from a community college was enough to
allow Americans to obtain a good job and
earn a living wage, often in a unionized
company. FEven if companies did not es-
pecially value the specific knowledge ac-
quired in high school beyond basic skills,
they did value the signal provided by a
diploma which demonstrated the willing-
ness to work hard and to accept training.
The widespread dissatisfaction with the
available pool of jobs, and the social antag-
onisms that have been the result, demon-
strate that America’s low-road approach is
creating problems. The inability of many
students to handle student loans suggests
that spending extra time in school does not

raise wages much for many students.

The Role of Technology and Innova-
tion

There is a great emphasis on technology,
and advanced technology particularly, as a

source of productivity growth. This goes
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back to the original growth models where
the TFP residual was seen as coming from
In the MGI cross-

country comparison studies, however, the

technological change.

importance of high-tech was questioned.
The high-tech sector is small in all coun-
tries, even in the United States or Japan.
Its share of employment and GDP are both
small. Nevertheless, the products and ser-
vices of this sector could be important in
influencing productivity elsewhere in the
economy. The comparative studies found,
however, that proprietary technology was
not a major source of productivity level
differences across economies. The reason
for this is that most technology products
are available on global markets. Machinery
and equipment, including computers, are
sold around the world and so is software.
We gave the example earlier of the Korean
steel industry, where a huge integrated steel
mill was built using the most advanced
available German capital goods.??

Product and process designs and organi-
zational technology (called intangible cap-
ital, or sometimes “soft” technology) can
be hard to transfer internationally and
can depend on a company’s specific skills
and culture. One of the best examples
of this came from the automobile indus-
try. The Japanese auto industry in the
1990s was substantially more productive
than the industry in the United States
or in Germany.?> Toyota was acknowl-
edged to be the global productivity leader,

although other Japanese companies had

adopted many of the practices used by Toy-
ota. The Toyota production system had
been developing gradually for many years
and it involved three main elements. First,
incremental improvements were constantly
made on the production line to reduce
wasted time and materials and to make
sure parts were available at the right time
and in the right location. This efficiency
was achieved by checking and redesigning
the process and by using suggestions made
by workers on the line.

Second, the cars were designed to make
them easy to assemble. Parts were simpli-
fied and designers looked for ways to re-
duce the number of parts needed. Parts
could be fitted together easily and secured
One

consequence of these design improvements

in place with a minimum of time.

was that the cars became much more re-
liable.

States could be priced at a premium be-

Japanese cars sold in the United

cause of the reputation they developed for
reliability.

The third important element of the Toy-
ota production system was the way in
which the company worked with their sup-
pliers as part of a keiretsu. The suppli-
ers formed a close relationship with Toy-
ota, a pattern that was replicated with
other Japanese original equipment man-
ufacturers (OEMs).

OEM would visit the supplier factories and

Engineers from the

make suggestions for ways to cut costs and
improve designs or quality. The OEMs

would maintain their relationships with

22 1 will come back to the technology issue later in this article. Another issue raised about technology, particularly
information and communications technology, is how much of the value from advances in this area accrue to
the innovating country and how much is transferred globally through falling prices of hardware.

23 Based on a quality-adjusted number of vehicles per hour.
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their suppliers over long periods, although
it was made clear that suppliers were ex-
pected to make continuous improvements.
The American companies, instead, devel-
oped arms-length relationships with suppli-
ers, generally requiring that more than one
company supply components. There would
then be pressure placed on the suppliers
This would
squeeze profitability and make it difficult

to reduce component prices.

for the suppliers to invest in new equipment
or do R&D to improve quality or to im-
prove designs. Over time, many parts sup-
pliers moved operations to Mexico or other
low-cost supply locations.

It proved very difficult for American
companies to adopt the Toyota production
system. This is surprising because it did
not involve proprietary technology; indeed,
Toyota formed a joint venture with General
Motors in the 1980s (NUMMI) in a factory
in Fremont, California. GM executives vis-
ited this factory but did not try to trans-
fer the technology to their U.S. operations
for many years. The reason for the unwill-
ingness to adopt the Toyota-led improve-
ments in production methods was that GM
had become the largest and most success-
ful company in the world in the post-World
War II period.
vinced, they had the best ways of doing

Its managers were con-

things. Major changes only happened when
competition, and ultimately bankruptcy,
forced the changes. Ford learned about
Japanese production technology through
its partnership with Mazda and did trans-
fer some aspects of the system, notably in
the design and production of the successful

Ford Taurus.

What Factors in the Economic Envi-
ronment Determine Productivity Dif-
ferences?

Several factors have been listed above
as not being central to productivity dif-
ferences and one factor was listed as sig-
nificant and more important than is often
realized—organizational or intangible tech-
nology. This subsection takes the story
further by asking what factors in the eco-
nomic environment contributed to compa-
nies and industries achieving global best
practice productivity. The answers are:
first, competitive intensity forces improve-
ments; second regulation can impede pro-
ductivity advance; and third, scale can al-
low higher productivity operations.

In the comparisons of manufacturing in-
dustries across advanced economies, the
most productive industry across the differ-
ent countries was identified as the global
leader in productivity in that industry. For
example, in automobiles the Japanese in-
dustry was the leader and the industries
in other countries were considered follower
industries. The leader industry was then
assigned productivity of 100 and the rela-
tive labour productivity of follower indus-
tries was measured relative to the leader.

A second calculation was then made
as to how much the industry a country
was “exposed” to the productivity leader.
This calculation was based on three ele-
ments. First, does the industry compete
in its home market against companies orig-
inating in the country of the productivity
leader? For example, when Japanese com-
panies built factories in the United States,
this forced the U.S. auto industry to com-
pete directly against Toyota, Nissan, and

other companies. Second, does a given in-
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dustry compete against the leader through
trade in third markets? For example, how
much does, say, the German industry com-
pete against the Japanese industry in its
export sales? And third, does an indus-
try sell into the market of the productiv-
ity leader? These three factors were then
weighted into an index, the globalization
index, measuring the exposure of each of
the follower industries to the productivity
leader.?

It was then found that exposure to di-
rect competition with the global productiv-
ity leader forced an industry to improve its
own productivity in response to the com-
petitive pressure. In contrast, those indus-
tries that were protected against compe-
tition from the global productivity leader
tended to have lower productivity. Baily
and Gersbach (1995: Chart 7) show the
positive correlation between an industry’s
productivity relative to the global leader
and the index of its exposure to competi-
tion is shown. The resulting correlation is
not perfect, but it is strong. It shows that
when a manufacturing industry competes
against the best global companies in their
industry, this forces them to improve their
own productivity to try and keep pace.

The correlation confirmed the view of
the business industry experts, and applies
also, they judged, to service industries. In-
dustries that are protected from compet-

ing against the best global companies in

their industry will often form comfortable
oligopolies that do not strive to be more
efficient but are content to make adequate
profits and avoid risky changes or expensive
investments in new methods or products.

The measured level of productivity in an
industry depends on both the level of out-
put and on the level of inputs. Improving
productivity will often mean finding ways
to produce the same output with fewer in-
puts. But raising output without a com-
parable increase in inputs will also increase
productivity. For example, products that
are well-designed and reliable can be sold at
a higher price, boosting output and hence
productivity.?® Alternatively, a company
that understands what consumers are look-
ing for and can follow shifting tastes can
avoid excess capacity and use its workers
and equipment more effectively.

The effect of regulation was found to be
strongly linked to the competitive inten-
sity just described. The regulations that
had a negative impact on productivity were
those that limited competition. These lim-
its could come from international trade
restrictions (trade barriers of all kinds).
Trade restrictions apply primarily to manu-
factured goods. Regulations can be used to
restrict land use, making it impossible for
a best-practice company to enter a market
or compete. Restrictions on direct foreign
investment make it hard or impossible for

a leading global company to enter and op-

24 The details of the index are described in Gersbach (1999). Gersbach’s index weighted each of the contributors

to globalization equally.

25 Measuring this contribution can be tricky as it involves assessing quality differences. However, international
comparisons try to make this comparison using products that are standard across markets. Then the price
premium for higher quality products can be included in real output and hence in productivity. The OECD in
its comparisons tries to use this approach and MGI made its own estimates. Statistical agencies have difficulty
in making quality adjustments, which is why MGI often made its own attempts to make these adjustments.
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erate in a given market. For example, Swe-
den had restrictions that prevented foreign
banks from entering their market, with the
result that Swedish banks had inefficiencies
in their operations. With their entry into
the EU, Sweden opened its market and al-
lowed foreign banks to enter and force the
domestic banks to become more efficient.
Sometimes there were regulations that
were idiosyncratic, affecting one specific
industry. For example, Germany is very
proud of its beer and had complex regu-
So-called

purity laws restricted how production is

lations arounds its production.

carried out and in some cantons the beer
sold in a canton had to be manufactured
within the canton. German beer is of high
quality, but the proliferation of small sub-
scale breweries resulted in low productiv-
ity. It was judged that the beer made in
Germany could be made with optimal-scale
plants at higher productivity without sac-
rificing quality if regulations were eased.?6
The production of sake in Japan also faces
similar restrictions.

Labour regulations can also impact pro-
ductivity in two main ways. First, union
rules may restrict the ways in which com-
panies can improve their production pro-
cesses. For example, it was noted ear-
lier that General Motors was able to see
how a Toyota plant operated through its

joint venture in California, but they did

not bring these ideas back to their own
plants in Michigan, at least not for many
years. One reason was a belief that they
did not need to change, but another reason
was that the union did not want to oper-
ate using the Toyota production process,
believing that the Toyota approach would
undermine the worker protections they had
in place. In addition, union pressure can
lead to trade restrictions or other regula-
tions that protect jobs but hurt productiv-
ity.

In Europe, unions in many industries
resisted change on the grounds that jobs
would be lost. EU rules were intended to
force member countries to open their mar-
kets, but not all countries followed these
rules to the same degree. Countries such
as Italy and Portugal had very entrenched
companies and unions that resisted change.
By contrast, Sweden was able to open its
economy to competition; it had unions that
were more focused on international compe-
tition, and it achieved very strong produc-
tivity growth in the 1990s.

I take seriously the concerns of labour
unions to protect their workers. Automa-
tion and international trade have elimi-
nated many well-paid jobs and caused so-
cial discontent. Ideally, countries should
retrain workers that are made redundant
and protect them from income losses, but

not all countries do this well. Sweden is a

26 The conclusion in the MGI studies about the productivity in the German beer industry was controversial,
especially in Germany. One can make the argument that German consumers were simply expressing a pref-
erence for locally made beers, which were higher quality in their view. Of course, one way to test this is to
deregulate and see if consumers still choose the local beers. Since this study was carried out there has been
a proliferation of small-scale breweries in the United States, competing against the giants such as Budweiser
and Miller. This does not undermine the argument made for Germany. The key question is whether high-
productivity large-scale breweries are permitted to compete in the market. If they can, but consumers choose
to buy beer from small local breweries, then the local industry is productive and efficient. The higher price of
the local breweries allows their quality-adjusted productivity to match the large-scale producers.
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country that combines strong productivity
with protection of workers. German manu-
facturing unions protect their workers but
also recognize that companies must remain
internationally competitive. German train-
ing programs allow workers to move to dif-
ferent jobs when necessary.

The example of the beer industry leads
There

are scale economies in production in many

into a broader discussion of scale.

industries, in fact pretty much all indus-
tries up to a certain production level.?”
Scale economies were not found to account
for large productivity differences across
advanced economies for the most part.
The German beer example is an exception
rather than the rule. Mostly companies
operate plants at sufficient scale that al-
lows them to be productive. Still, there are
some advantages to scale and access to a
large market. Large companies can spread
fixed costs over high production levels, giv-
ing them a better chance to spend on R&D
or on other forms of product or process de-
velopment. Large companies can experi-
ment and try new products or new process
designs and cover the cost if these turn out
to be failures. Of course, size is no guaranty
of success. General Motors was the largest
auto company in the world but ended up
in bankruptcy. IBM dominated mainframe
computing in the past but is a much smaller
company today.

The one consistent effect of scale found
was that richer countries produce and sell

more goods and services that are higher

value-added and have higher measured pro-
ductivity. Luxury cars and luxury hotels
can be sold with higher margins than bud-
The United States,

which has both a large market and many

get cars and motels.

rich consumers, achieves a modest produc-
tivity advantage from these characteristics.
The EU, of course, has now created a mar-
ket that matches the U.S. market in size
and China’s market has grown to match
these in size, although China still has a
lower GDP per capita than the advanced

economies.

What Determines the Productivity
Leader?

The simple answer to this question is
that we do not know exactly why innova-
tion occurs in one location rather than an-
other. There is serendipity involved in in-
novation; chance plays an important role.
That said, there are economic conditions
that favor innovation, and there are policies
that can make innovation more likely. Fac-
tors that support innovation are discussed
below.

A high level of competitive intensity,
as we have seen, encourages companies to
adopt available best practices—to catch up
to the productivity leaders—but it also en-
courages productivity leaders to innovate
to maintain an advantage over their com-
petitors. That advantage may be only
temporary, but leading companies innovate
continuously to stay ahead.

Innovation involves the development of

27 An inverse U-curve has been found between productivity and size, but the specifics considerably vary by firm
and industry. There may be scale advantages with large plants (up to a point). There can also be advan-
tages to firm size, allowing more scope for experimentation and research. But there can also be problems in

managing very large firms.
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new products and processes.?® Although
competition favors innovation, an industry
that is fragmented, consisting of large num-
bers of small companies, may not be in-
novative, at least not without help. Agri-
culture provides an example. In the nine-
teenth and early twentieth centuries, this
industry in America consisted of thousands
of small farms. Some farmers were innova-
tive and found new ways to increase their
production, but for the most part farmers
were too busy keeping their farms operat-
ing to spend time and resources on innova-
tion. In response, government stepped in
and created research departments in uni-
versities, research laboratories, and agricul-
tural extension programs to create and dis-
seminate innovation to this sector. Agricul-
ture has achieved very strong productivity
growth in the United States.

The previous example illustrates one way
in which government can play a positive
role in innovation, and there are other ex-
amples. Government can encourage and
support research efforts whose results are
then available to all companies. They can
also foster diffusion-oriented research to see
how to obtain and adapt existing products
or processes for their own companies. The
German government has provided consis-
tent financial support for the auto indus-
try in that country, with research facilities
and training. Government can also give re-
search grants to the private sector to en-
courage new industries. Such grants were
important in the early days of Silicon Val-

ley, where Stanford University formed a re-

search park to take advantage of the emerg-
ing opportunities in semiconductors. Gov-
ernment support has also been vital in the
emergence of other research hubs, such as
Research Triangle in North Carolina and
the companies around Cambridge Univer-
sity in the UK. The Defense Advanced
Research Projects Agency in the United
States has famously supported innovations.
Another important way in which govern-
ment has supported innovation historically
is as a customer. In the early days of in-
tegrated circuits, the U.S. Defense Depart-
ment was the largest customer.

Another historically important role for
government is through the patent system.
Innovating companies can patent their in-
ventions and create a monopoly for 20 years
from the date the patent is filed in the
United States and Europe. Patents are
a way of providing incentives for compa-
nies to spend on R&D and product or pro-
cess development. Current thinking is that
the patent system has both negative and
positive impacts on innovation. The in-
dustry that has benefitted most from the
patent system is the pharmaceutical indus-
try, where new drugs are patented, and
the developing company can earn huge re-
The

disadvantage is that patients or insurance

turns for their successful products.

companies then pay high prices for medica-
tions. European countries mostly limit the
ability of drug companies to charge high
prices. Patents can also discourage inno-
vation. For example, an electronics com-

pany that holds a key patent can make it

28 The diffusion of innovation involves the spread of these new products and processes around an industry or
globally. As we note in this article, for many companies and countries it is most important to learn about the
innovations that have already been developed and learn to use them.
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costly or impossible for other companies in
the industry to innovate in the same tech-
nological area. In the early days of Sili-
con Valley there were cross-licensing agree-
ments that allowed different companies to
use each other’s patents, but today there
are lengthy, expensive court battles to en-
force patents, with potentially negative ef-
fects on innovation. It is important that
the patent and legal system in a country
sets reasonable patent fees to encourage
competition and innovation, not discourage
it.

Creating an industry with productiv-
ity and innovation leadership depends on
the availability of talented people with the
right knowledge and skills. Generally, this
is thought of in terms of people with sci-
entific and technical knowledge, and in-
deed these skills are important, but inno-
vative business ideas are just as important.
Entrepreneurs who develop new business
models are not necessarily technology ex-
perts, rather they are people with the vi-
sion to see opportunity and the willingness
to take risk. An environment where fail-
ure is allowed and where venture funds are
available is important.

Consistent with the findings of the MGI
studies, there is now an extensive literature
on how management competency impacts
the performance of firms. See for example
Bloom and van Reenen (2010), who worked
with McKinsey in some of their work on

this topic.

Lessons from Studies of Estab-
lishment Data

This section provides a short descrip-
tion of some of the findings that have
been obtained using government data col-
lected from individual establishments. The
US Census Bureau collects survey data
on individual establishments. These differ
from data on individual firms because large
firms typically operate many different es-
tablishments, often in different industries.
The Census Bureau’s data allows for the
study of specific industries, consisting of all
the establishments producing roughly the
same type of product automobile assembly
plants, for example, or auto parts produc-
ers. The best data is available for manu-
facturing establishments, but there is some
research that has extended to service indus-
tries as well. In an anonymized form, the
data is made available to researchers. John
Haltiwanger of the University of Maryland
has been the economist that has helped de-
velop the database for others to use and
has published much research of his own.?’
I participated in this research effort in the
1990s.

Although this section will not do justice
to the extensive literature that has emerged
using the establishment data, which now
extends to work in other countries, (in fact,
Canada pioneered the development of such
databases) here are a few important find-
ings.

o Productivity growth in an industry

comes from improvements within ex-

isting establishments, but also comes

29 See: https://econ.umd.edu/sites/www.econ.umd.edu/files/cv/Haltiwanger cv_ May_2023.pdf which contains
extensive references to authors from around the world who have looked at micro productivity data.
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from the relative expansion of the
more productive plants and the rela-
tive contraction of the less productive
plants.

 Plants that close (exit the industry)

have lower productivity than the in-
dustry average. New entrants to the
industry also tend to be lower produc-
tivity than the average, but those that
remain in operation increase their
productivity more than the average
and move up in relative productivity.

o The distribution of productivity levels

within industries has become wider.
That is to say, the gap between the
low-productivity establishments and
the high-productivity establishments
has increased.

The first two points illustrate the im-
portance of the dynamics among plants to
overall productivity growth. These find-
ings are consistent with the results from
the business studies. A competitive indus-
try will have establishments that are more
successful and some that are less success-
ful, and if the more productive ones ex-
pand their share of the market, that is a
boost to overall productivity. The estab-
lishments that are failing will eventually go
out of business. Similarly, a dynamic in-
dustry will see new establishments entering
the industry, starting with low productiv-
ity, but then either growing and moving up
the distribution, or else dropping out.

These first two results come mostly from
studies in the 1990s or early 2000s. The
studies showing the increasing gap between

low- and high-productivity plants come

from more recent research. This is a sign
that the dynamic movement of establish-
ments within an industry that contributed
to productivity in the past has slowed
down. Low-productivity plants are remain-
ing in operation even though they are not
catching up to the best plants in their in-
dustry. That result is consistent with fact
that productivity growth has been slower
since 2004. Based on this finding, Decker,
Haltiwanger, Jarmin and Miranda (Decker
et al. 2016, 2020) find that the dynamism
in the U.S. economy has declined. The
gap between low- and high-productivity es-
tablishments has increased, consistent with
the slowing of overall productivity growth.

The increase in the gap between the high
and low-productivity plants has also been
found for other countries. A study from
the OECD using an international database,
led by Dan Andrews, found that the most
productive companies were pulling away
from the rest of their industry (Andrews,
Criscuolo, and Gal, 2016). The best com-
panies had continued to see labour pro-
ductivity growth even when their industry
on average had shown slow or no growth.
This study suggested that the declining dy-
namism and slowing of competitive dynam-
ics seen in U.S. data may also be true in
Europe and elsewhere (except for the firms
at the very top of the productivity distri-
bution).3°

Have the Key Questions Been
Answered?
The first four questions posed at the be-

ginning of this article are all related. Re-

30 Gutierrez and Philipon (2017) argue that the US economy has become less competitive.
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search has found that overall productivity
growth is tied to TFP and has been associ-
ated with technological progress. The an-
swers to all four of these questions are tied
to an understanding of TFP—where did it
come from during the period of fast growth,
why did it slow down (and then speed up
and slow down again), and why does its
level differ across countries? While not all
the puzzles have been answered, there are
lessons that have contributed to an under-
standing of them.

e Innovation, broadly defined, must be
the source of productivity growth for
firms at the productivity frontier.
Technological developments coming
from science and engineering are one
important source of innovation, but
soft innovations are important also,
often more important. These take
the form of new business models, new
products and redesign of old prod-
ucts, and improvements in existing
processes. These innovations have
contributed strongly to TFP growth
over time. And differences in the ap-
plication of this type of innovations
help explain productivity differences
across countries.

e The path to a higher level of pro-
ductivity for most industries in most
countries is to learn about the best-
practice innovations made around the
world and take advantage of them.
In some cases, access to best-practice
productivity can be limited by trade

secrets, patents, or by the complexity

31 Data from the U.S. Bureau of Economic Analysis,

06/intinv122.pdf

of operating at the productivity fron-
tier, but in most cases the necessary
technology is available in the global
market through capital goods suppli-
ers, software suppliers, and business
consultants. If it is too difficult for
domestic companies to reach the pro-
ductivity frontier, a country can en-
courage direct foreign investment to
bring best-practices into their econ-
omy. At the beginning of 2022 the
United States hosted over $14 trillion
of foreign direct investment mostly
from leading global companies.3!
Important reasons identified for the
productivity gaps across countries are
restrictions and regulations that pro-
tect companies with weak productiv-
ity, including restrictions on trade and
investment. The nature of the restric-
tions that limit competition can vary
across industry.

The business studies suggested the
educational level of production work-
ers may not be very important to
achieving best-practice productivity.
However, Germany has shown that
high productivity can be combined
with a well-trained workforce and this
path provides greater equality for the
workforce and greater opportunities
for those people who do not obtain
a college degree. In addition, Baily,
Bosworth, and Kennedy (2021) argue
that advanced education is important
for managerial skills, R&D, and inno-

vation.

https://www.bea.gov /sites/default/files/2022-
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« Although this study has not empha-

sized the issue, there is a consen-
sus among economists that the pe-
riod of rapid TFP growth in the
United States that started in the mid-
1990s and lasted until around 2004
was linked to information and com-
munications technologies. In particu-
lar, the semiconductor industry was
able to cram more circuits onto a
single chip and increase the power
of computers. Increased competi-
tion in this industry encouraged more
rapid innovation.  Improved com-
puters and communications technolo-
gies also helped other industries to
advance. Another large productiv-
ity contribution came from wholesale
and retail trade, where big-box retail-
ers expanded nationwide, coordinated
their wholesale and retail functions,
and pushed other companies to im-
prove their own operations. By the
early 2000s these sources of growth
had faded, and growth slowed again.
The drop in TFP growth in the com-
puter and electronics industries since
2014, shown earlier, is one important
sign of the ending of the technology-
driven productivity surge.??

The biggest mystery that remains in
productivity research is to explain
why productivity growth has been so
slow in recent years across so many
economies. The default explanation

for this is that the pace of productiv-

ity enhancing innovation has slowed
as the best sources of innovation have
dried up.?* As we saw in Chart 2, the
pattern of slow growth is widespread
and long lasting. What remains puz-
zling is that it appears to many that
the pace of innovation has not slowed
at all but instead is extremely rapid,
with advances such as artificial in-
telligence, machine learning, robots,
3-D printing, and so on, and new
companies, like Amazon and Uber,
that are shaking up traditional indus-
tries. Presumably, all the technolog-
ical change taking place today is not
the kind that generates strong posi-
tive productivity effects, at least not
yet (Brynjolfsson et al. 2021, and
Bart van Ark, 2016).

One important result is the very
large contribution of the manufac-
turing sector to overall productivity
growth and the very large contribu-
tion of the high-tech sector to man-
ufacturing productivity growth. This
result did not emerge from the 1990s
cross-country studies, which focused
on productivity levels (although sub-
sequent research from the consulting
company has emphasized the value of
high-tech). This result also gave some
insight into the slowdown in growth, a
large portion of which comes from the
slowdown in the high-tech manufac-
turing sector, as well as the reduction

in the size of this sector as a result

32 An alternative view of the speed-up in technology is described in Lewis et al. (2001). This study stresses the
importance of increased competition and the pressure on retail productivity from the expansion of Wal-Mart.

33 See Gordon (2016). Further analyses of the slowdown are in Byrne et al. (2016) and Baily and Montalbano
(2016).
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This finding also

suggests a reason why the productiv-

of outsourcing.3*

ity growth that has been achieved has
not done very much for average wages.
The high-tech sector, in both manu-
facturing and services, has generated
huge wealth for some, but it has also
increased inequality and has not cre-
ated many good jobs for those with-

out advanced education.

Will there be a Surge of Pro-
ductivity from Generative Al? %

The speed of technological change and
the role of technology in productivity
growth are hard to assess. Robert Gor-
don (2016) has argued that technological
change has slowed. He finds recent innova-
tions in information and communications
technology to be underwhelming. Simi-
larly, Paul Krugman (2023) suggested the
internet has not produced much in the way
of productivity improvement and he doubts
that the latest breakthroughs will do much
for future productivity. Recent history on
the role of high-tech in generating stronger
labour productivity has been mixed. In the
1980s there were substantial breakthroughs
in computer technology and the introduc-
tion of the PC, but productivity growth re-
mained stubbornly slow. However, starting
in the mid-1990s, as discussed earlier, there
was a wave of faster productivity growth

linked to the rapid increase in the speed

of computers, which became both much
cheaper and easier to use. There were also
big advances in communications technol-
ogy.

The United States and the rest of the
world may now be poised for another sub-
stantial step forward in digital technolo-
gies through the development of generative
Al that can use common language to solve
problems and do a variety of tasks that
were previously out of reach of computers.
Given the recent past, it is important to
recognize the uncertainty about the future
productivity impact of this rapidly devel-
oping technology, but there are reasons to
be hopeful that there can be another pe-
riod of stronger labour productivity growth
ahead.

One reason to be optimistic comes from
the extremely rapid uptake of ChatGPT, a
large language model (LLM) which is re-
ported to have reached 100 million users
only two months after its launch to the
public.?6 This rapid uptake is like the wave
of computer investment that took place in
the 1990s. The new software is relatively
cheap to buy, easy to use and can be very
Chat-
GPT, from the company OpenAl, can gen-

helpful to a great many people.

erate coherent and contextually appropri-
ate text. Microsoft has invested in this
program and made it available through its
search engine Bing. And there is strong

competition from other providers, such as

34 Dale Jorgenson highlighted the importance of high-tech manufacturing to growth and suggested that as Moore’s
law is exhausted, that will lead to slower overall growth. I learned this from a presentation of his that I at-
tended a few years ago, but I have not been able to locate a specific reference where he stated this. There is
an analysis of the sources of growth in Japan in Jorgenson et al. (2018).

35 This section draws on Baily, Brynjolfsson and Korinek (2023).

36 This was reported by Reuters February 2, 2023 https://www.reuters.com/technology/chatgpt-sets-record-

fastest-growing-user-base-analyst-note-2023-02-01/
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Bard from Google and Claude from An-
thropic. These companies are investing
heavily to improve their programs, which
rely on huge server farms to support them.
There are also other generative Al pro-
grams that can combine text, images, video
and audio and even robotic functions.?”
One sign of the huge investment that is be-
ing made in generative Al is the amount of
computing power being used to train the
models has been doubling every six months
over the past decade (Sevilla et al. 2022).
There are indicators that the impact of
the new technology could be very large.
(2023) estimate that
LLMs could affect 80 per cent of the work-

force, to a greater or lesser extent (three

Eloundrou et al.

of authors of this piece are from OpenAl
while the fourth is from the University of
Pennsylvania). And there are several case
studies of specific jobs being made more
productive described and cited in Baily et
al. (2023).

neers were able to be twice as productive

For example, software engi-

using a tool called Codex; it has been found
that certain writing tasks can be completed
twice as fast; and call center operators be-
came 14 per cent more productive. Baily
et al. (2023) also point out that the new
technology has a potential to increase the
returns from research and could, therefore,
increase the rate of productivity growth,
not just generate one-off improvements in
specific tasks.

There are reservations about the impact
of the new technologies. I mentioned al-

ready the skepticism about whether digital

technologies can achieve much, but there
are also concerns that it will have large
but negative impacts. In the past 50 years
technology has altered the demand for
labour such that highly skilled/educated
workers are in high demand while lower-
skilled workers have seen weakness in
their labour demand (skill-biased technical
change). This is seen in the US labour mar-
ket, but a similar trend has impacted other
economies also. There is, therefore, a fear
that there will end up being greater dis-
persion in wages and more dissatisfaction
with the economy. This outcome is possi-
ble, particularly if firms fail to train their
workers to take advantage of the new tech-
nology and if policymakers do nothing to
help. However, a different outcome is pos-
sible. Many people find it hard to write co-
herent emails or to do mathematics. As a
result, they are forced to take manual jobs
with low wages. The new technologies can
potentially help them to be more produc-
tive. There are signs from some of the case
study evidence cited above that generative
AT can help those with weaker skills become
substantially more productive.

Rather than focus on the dangers of new
technologies it would be better to figure out
how to take advantage of them, mitigate
the adverse impacts and use these break-
throughs to improve the economic future

broadly.

Conclusions
While there remain unknowns, research

into productivity has reached important

37 The program PaLM-SayCan combines the understanding of language models with the capabilities of a helper

robot. https://sites.research.google/palm-saycan
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conclusions that can provide a better un-
derstanding of the sources of growth and
how business and labour leaders as well
as government can contribute to faster
growth. Even modest improvement in the
rate of productivity growth can accumulate
over time to generate substantial improve-
ments in living standards. The world could
use a boost to growth and, while much un-
certainty remains, there are now new tech-
nologies that have the potential to achieve
this.
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